ITERATIVE TOMOGRAPHY OF PIPES DURING OPERATION

Abstract. The pipe wall thickness was estimated based on three-dimensional images of the pipe recovered from several X-ray projections, which were made in a limited angle of view. Since the effects of scattered radiation and beam hardening are up to 50 % of the main radiation, ignoring them leads to blur of the image and inaccuracy in determining dimensions. To restore pipe images from projections, a volume and/or shell representation of the pipe is used, as well as iterative Bayesian methods. Using these methods, the error in estimating the pipe wall thickness from the projection data can be equal to or less than 300 μm. It has been shown that standard X-ray projections on the film or imaging plates used to obtain data can be used to restore pipe wall thickness profiles in factory conditions.
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Introduction. There are a number of industrial areas, such as chemical and petrochemical, energy, pipeline transport, where accurate estimates of the thickness of the walls of transporting pipes as well as the detection of defects in the solidity of pipes is a problem of the viability of the design and its safety. Often these assessments require a combination of several non-destructive control techniques, such as vortex, ultrasound and X-ray. Note that the object of the type “pipe” belongs to the class of bite-homogeneous objects of control.

All the methods considered, except those based on X-rays, can be used only with sensors that are either directly inserted into the controlled tube or there is a possibility of direct contact with the outer surface of the pipe.
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X-ray radiography allows contactless examination of the outer and inner surface of the pipe, but accurate estimates of corrosive and other damage to the pipe are not possible according to the radiograms used by X-ray methods give only a flat image of the 3D pattern and therefore the estimates made with their help are very approximate. On the X-ray, the shadows of the internal structures are superimposed on each other and mask important fragments of the pipe, much less minor defects. In the tomographic image, the internal structure of the pipe is reproduced without overlays, materials of different density and composition clearly differ. The dimensions of any inaccessible cavity and walls can be measured with high accuracy. That is, the problem could be solved by obtaining and analyzing three-dimensional tomographic images of pipes, but classical computed tomography is not applicable with limited access to the tube – a case that actually exists in practice.

The greatest application in the task – total thicknessometry – has ultrasound, but the laboriousness of the method when working with large surfaces of the pipe and the need for good contact of the sensor with the surface limit the scope of its application. Film and digital X-rays are also possible, but due to these limitations and the need to use a powerful source – radiation, $\gamma$ for example, $\text{Ir-192}$ with a short half-life, have not yet found widespread use. These restrictions apply entirely to the defectoscopy of ring welded tubes.

**Iterative image reconstruction.** Let us consider the problem of reconstructing a two-dimensional tomographic image as an ill-posed inverse problem aimed at solving the following operator equation:

$$ p = Q\mu + \eta, $$

where $p = p(y)$ is the measured data in the time or space domain; $Q$ is an operator that translates input data into output, or one of the types of hardware functions; $\mu = \mu(x)$ is the vector of the desired distribution of unknown values and $\eta(y)$ is the random noise superimposed on the input data. In the linear finite-dimensional case considered below, the operator $Q$ is defined using an order matrix with real elements $Q_{ij} = Q(y_i, x_j)$ and acts from the Euclidean space $\mathbb{R}^n$ into the space $\mathbb{R}^m$, $\mu = (\mu_1, \mu_2, \ldots, \mu_n)$, $p = (p_1, p_2, \ldots, p_m)$. There are many different situations in which the operator equation (1) has no solution in the classical sense. In such cases, although the classical solution to Eq. (1) does not exist, one can seek its generalized solution, or the so-called pseudo solution, which can be obtained by solving the optimization problem, which, in the simplest case, leads to the minimization of the quadratic functional. Let us define a pseudo solution of problem (1) from the condition:

$$ J(\tilde{\mu}) = \inf \{ J(\mu) : \mu \in \mathbb{R}^n \}, \quad J(\mu) = \| Q\mu - p \|_{\mathbb{R}^m}^2, $$

where $Q\mu$ are the model data obtained based on the solution of the direct problem. The pseudo-solution $\tilde{\mu}$ may not be unique, however, among the solutions with the minimum norm (2), it is the only one.

For an approximate search for a pseudo-solution, the idea of optimizing the data processing by minimizing some a priori functional weighted using the regularization parameter $\alpha > 0$ turned out to be useful:

$$ R_\alpha(\mu) = J(\mu) + \alpha B(\mu). $$

The functional $B(\mu)$ imposes quality constraints on the solution. They are specified either as the sum of squares of adjacent elements of the reconstructed object $\sum \mu_j^2$ or as a sum (maximum entropy method) $\sum \mu_j \log \mu_j$, which is the entropy of discretely distributed elements that have values. Entropy is used as a priori knowledge, providing a way for the most unbiased assignment of an a priori functional. By minimizing the functional, a stable approximate pseudo-solution $\tilde{\mu}_\alpha$ can be obtained:

$$ R_\alpha(\tilde{\mu}_\alpha) = \inf \{ R_\alpha(\mu) : \mu \in \mathbb{R}^n \}, $$

where $\tilde{\mu}_\alpha \to \tilde{\mu}$ at $\alpha \to 0$. The inclusion of the a priori expected probability distribution in the calculations makes it possible to reduce the effect of uncertainty in the experimental data. The probabilistic rule for probabilistic information processing is based on the Bayesian theorem for calculating the conditional probability, which is written as:

$$ P(\mu | p) = \frac{P(p | \mu) P(\mu)}{P(p)}, $$

where $P(\mu | p)$ is the posterior probability distribution, $P(p | \mu)$ is the probability function, which formally describes the response of the measuring system, taking into account noise; $P(p)$ is the unconditional
probability of the experimental data. Here it is considered as a global normalization constant given by
a rule \( P(p) = \Sigma P(p|\mu)P(\mu) \), and \( P(\mu) \) is an a priori probability distribution. Thus, in order to calculate the
most probable unknown solution, it is necessary to maximize the expression \( P(\mu|p) \). In the probabilistic
approach, image reconstruction begins with maximizing the Bayesian conditional probability according
to expression (5). This maximization operation is equivalent to minimizing the following functional:
\[
\min: \ -\log P(\mu|p) = -\log P(p|\mu) - \alpha \log P(\mu), \tag{6}
\]
where the Gaussian noise can be estimated as follows:
\[
\inf \left\{ -\log P(p|\mu): \mu \in R^n \right\} = J(\hat{\mu}). \tag{7}
\]
The expression on the right can be interpreted as the root mean square variance of the entire image.
The \(-\log P(\mu)\) term is the informational negative entropy. This qualitative characteristic can include:
homogeneity, the presence of a limited number of dissimilar phase inclusions, the property of positivity
of the numerical values of the linear attenuation coefficients in voxels, etc. The quality of the input informa-
tion can be estimated using the unconditional probability of the input data \( P(p) \). The relatively small
value of \( P(p) \) is, as a rule, the result of poor compatibility of a priori information, which does not cover
all input data. However, an extremely large value of \( P(p) \) greatly expands the configuration space and,
thus, leads to difficulties associated with poor convergence of the iterative procedure and, accordingly,
too high computational costs.

Good results are obtained by using iterative tomographic algorithms using total variation (TV) as
a regularizing functional [5]. The total variation method has provided new opportunities for iterative
tomography, which makes it possible to successfully reconstruct images by minimizing the TV semi-
norm even with a limited number of noisy projections. The use of minimizing the total variation of the
reconstructed image makes it possible to eliminate artifacts caused by noise in X-ray projections arising
from the low current of the X-ray tube. In addition, the use of total variation provides almost complete
elimination of bandpass artifacts caused by a decrease in the number of projections.

**Tomography of limited number of projections at incomplete angle of view.** During the tomo-
graphic reconstruction, a set of X-ray projection images is transformed into many flat sections of the
three-dimensional tomographic image, which is a laborious computational procedure. The Institute of
Applied Physics of the National Academy of Science of Belarus has developed software that allows
parallel reconstruction for spiraling, fan and conical geometry of shooting. The software is designed for
Windows XP, 64 bit, Windows 7, 64 bit and Windows 8, 64 bit.

Internal defects such as cracks, voids and foreign inclusions can have a significant impact on the re-
liability and quality of industrial products. With our state-of-the-art tomographic software, we can give
you a look inside your product and show you in three-dimensional form why they don’t meet the require-
ments.

Our experience allows us to correctly assess complex 3D digital images and correctly diagnose the
problem by identifying defects up to the micron level. Usually, the study of the internal structure of the
object cannot be achieved without the destruction of the object itself. This study is crucial for identifying
defects in substandard products, such as identifying voids and cracks. When the sample is cut into sev-
eral parts in order to find these defects. New defects can be introduced, the original sample is destroyed,
and therefore there is a risk that the defect will not be detected due to the fact that the cutting of part of
the sample was done in the wrong place.

3D imaging, applied simultaneously with the software for tomographic reconstruction, is an alter-
native to destructive control methods, as the controlled object can be investigated in its entirety, and the
result of tomographic reconstruction provides a full three-dimensional representation of the necessary
spatial area, both inside and outside the object. The software is designed to collect input projection data
at different positions of the radiation source and different scanning geometries.

**Two-dimensional wrapping tomography of the longitudinal profile of the pipe.**

**Purpose:** Reconstruct the longitudinal image of the pipe and measure the thickness of the walls with
an accuracy of 0.5 mm.

**The wording of the problem:** Overcoming mathematical degeneration: The prospective viewing an-
gle of the object is too small to accurately recover the image of the four surface pipes (Figure 1).
The Federal Institute of Materials Science and Diagnostics (Germany, Berlin) has developed a tomographic radiometry system TomoCAR, adapted to a wide range of pipe diameters and allows automatic obtaining a set of flat X-ray images of longitudinal section of the pipe in the corner of the view, limited to 40–45°. The pixel is 83 microns, with a total length of 1,856 pixels (0.4 mm × 1.5 mm). The mechanized radiometric system was created to inspect the ring seams. Its main task is to detect and assess the size of 176 mm 500 mm the cracks. The X-ray source moves along the longitudinal axis of the pipe. At the same time, in one pass it produces up to 1200 pulses of radiation recorded by the linear matrix of detectors.

The main problem is that in the planning tomography due to the acute lack of data due to the small angle of view (only 35–45° instead of the required 180°) reconstruction by filtered reverse projections (FBP) allows only a greased image of a pipe with a large number of artifacts.

In the Computational Diagnostics Laboratory of the Institute of Applied Physics of the National Academy of Science of Belarus, in cooperation with the Federal German Institute of Materials Science and Diagnostics, an application software package was developed, providing reconstruction of the profile of the inner and outer surfaces of the pipes with the help of the system of mechanized radiometry TomoCAR. The software interface provides input of the raw data and the task of parameters of preprocessing and reconstruction, both for scanning along the pipe axis, and for the sequential removal of a set of such scanned data while rotating the scanner around the axis of the pipe with a given angular step, which provides reconstruction of the internal and outer surfaces of the pipe. Computational resources were allocated by the Russian side [6].

**Examples of pipe profile reconstruction.** The reconstruction technology for tomoCAR’s mechanized X-ray projection system was designed by Institute of Applied Physics. However, due to the use of smoothing prior information, the resolution may not be sufficient 0.5 mm to detect particularly minor defects. In the upper zone of the picture, the result of the reconstruction of the pipe by the FOP method is shown, on the lower zone – the result of the reconstruction of the same section of the pipe by the method of wrapping reconstruction, and in the middle – the image obtained by merging the two previous images (Figure 2).

An important addition to the previously described tomographic methods of reconstruction based on limited data is the method of three-dimensional wrapping reconstruction, which allows reconstruction of the inner and outer surface of the pipe, which is in operation even with unilateral access to it.
Reconstruction of the inner surface of the pipe by five projections. The proposed technique was tested on a sample from the German Institute of Materials Science and Diagnostics, which was a steel pipe. To test the resolution of the algorithm, four delays were attached to the inner surface of the pipe 3.6 mm, 1.8, 1.4, 1.25, 0.8 mm.

For this geometry, the source of radiation can be considered a point, i.e. the X-ray was carried out by a conical beam. The linear weakening of the pipe material was transferred to a larger grid for reconstruction. The image size was 593×299 pixels. Discretization of the inner surface μ⁻¹ is 0.2 mm, on the corner – 1200 points, and on the axis residents 213 points (0.3 degrees and 0.3 mm and 0.1 mm – the size of intervals on the corner and coordinate) (Figures 3, 4). The computation time on modern computers is about 10 to 15 minutes.

Three-dimensional tomography taking into account a priori information. In industrial X-ray imaging, the input of the data and the limited range of the views require optimal accounting of all available a priori information. It is known that the main problems of industrial tomography are:

1) limited viewing angle,
2) low number of projections
3) translucence by a diverging conical beam.

The challenge is to use the maximum pre-found prior information about the solution you’re in. In the process of image reconstruction, the information is numerically transformed, which involves its distortion, as it involves discretization. When a mathematical model is replaced with a discrete model, the original information is distorted. Iterative account and rounding errors distort the information as it is numerically converted. The more complex the task, the more distortions of information in its numerical solution is, the less reliable is the result of the decision. Attempts to achieve the desired accuracy by reducing the step of the grid lead to an increase in the number of unknowns. At the same time, the amount of calculations increases dramatically, and, consequently, the accumulation of errors appears.
However, additional prior information about the integral properties of the object under study can be added to the theoretical model. The introduction of a priori information narrows the function class in which a solution is sought, reduces computation, and creates restrictions on random misrepresentation of information when you score. As a rule, industrial objects are bit-and-homogeneous objects consisting of the final number of different materials. For example, industrial pipelines can be considered as three-phase objects consisting of steel or cast iron, insulation and leaking liquid, or some gaseous phase (steam or gas).

Figure 5. X-ray projections of the test tube: a – projection for 0°, b – projection for 45°, c – projection for 90°, d – projection for 135°, e – projection for 180°, f – projection for 225°.

Figure 6. Cross section (a) and a promising view (b) of the reconstructed pipe image.
For such objects, the quality of tomographic reconstruction can be significantly improved by using iterative algorithms using total variation as a regulatory function. The total variation method has provided new possibilities of iterative tomography, allowing successful reconstruction of images by minimizing TV even with a limited number of noisy projections.

Below, Figure 5 shows five X-ray projections of a pipe with a diameter 89 mm and a wall with thickness of 10 mm, obtained at the Mozyr Oil Refinery. The lack of energy of the X-ray source caused a strong blur on the X-ray projections due to the effects of scattering and the tightening of X-rays.

Figure 6 shows a cross section of the pipe in the weld area and a promising image of the pipe. Note that this image is unsuitable for virtual measurements (Figure 7). The application of the method of a total variation of [5] has provided the necessary reconstruction (Figure 8).

**Conclusions.** The proposed tomographic reconstruction technique can be applied to the wall thickness determination for corroded pipes. For this purpose only a couple of projections within limited observation angle are sufficient to get accurate measures. The measurement error of less than 0.3 mm can be reached. The accuracy of the technique can be improved by extracting the contribution of concomitant effects like scattering and background radiation from the exposed image.

Finally, the conclusion can be drawn that standard projection techniques using X- or γ-rays in combination with X-ray film or imaging plates can be applied for the data acquisition to reconstruct wall thickness profiles in an in-field environment.
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